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Abstract
The magnetic transition coupled with the martensitic transition in Ni50Mn34In16 alloy is studied
through magnetization measurements. The field-induced martensite to austenite transition has
been studied in detail, and the method of using inverted Arrott’s plots (H/M versus M2 plots)
to distinguish between the first- and second-order magnetic phase transitions is found to be
inadequate in the present case. The temperature dependence of the characteristic magnetic
fields for the field-induced first-order martensite to austenite phase transition in Ni50Mn34In16 is
also found to be different from the field-induced first-order paramagnetic to ferromagnetic
phase transition observed in other systems. These observations are explained in the framework
of disorder-broadened first-order phase transition.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Traditionally, Arrott’s plots (M2 versus H/M plots, where
H is the applied magnetic field and M is the measured
magnetization of a sample) are used to analyse the
ferromagnetic character of a material [1]. It has also been
shown theoretically [2] that the sign of the slope of the
H/M versus M2 isotherms may be employed to distinguish
between the first- and second-order magnetic phase transitions.
It was found that a positive slope of the H/M versus M2

isotherm is related to the second-order magnetic transition,
while a negative slope corresponds to the first-order magnetic
transition. This criterion [2] has been employed for the
identification of the order of the magnetic transitions in
MnAs [2], various manganite systems [3–7] and Ru-doped
CeFe2 [8]. The same criterion has also been used to investigate
the magnetic transitions in the ferromagnetic shape memory
alloy system NiMnGa [9].

The off-stoichiometric Ni50Mn50−x Inx alloys are currently
attracting considerable attention because of their potential
as ferromagnetic shape memory alloys [10–12, 14]. The
phase diagram of this alloy system depicts that these alloys
undergo a first-order transition from the austenite phase to
the martensite phase with the lowering of temperature [10].
Further, the reverse transition, i.e. the martensite to

austenite transition in this alloy system, can be induced
both by temperature and magnetic field [10–19]. The
alloy Ni50Mn34In16 exhibits a paramagnetic to ferromagnetic
transition around 305 K, followed by an austenite to
martensite transition around 220 K [10, 12–19]. In
the temperature regime of the field-induced first-order
martensite to austenite phase transition [13–18], the alloy
shows large magnetoresistance [13, 14], large magnetocaloric
effect [15–17] and magnetic superelasticity [16]. In the present
work, we perform a detailed investigation of this field-induced
martensite to austenite phase transition by studying H/M
versus M2 isotherms. We show that, though the martensitic
transition in this alloy is first order in nature, the criterion of
negative slope of the H/M versus M2 isotherms is not strictly
applicable here. It is found that, instead of a negative slope,
a decrease of slope is observed in some of the isothermal
H/M versus M2 curves in the temperature regime of the
field-induced martensite to austenite phase transition. The
temperature dependence of the characteristic fields associated
with this phase transition is also analysed in detail.

2. Experimental details

The polycrystalline sample with the nominal composition
Ni50Mn34In16 was prepared by arc melting of pure elements
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in an argon gas atmosphere. The sample was flipped and re-
melted several times to ensure homogeneity. The sample was
characterized in an x-ray diffraction (XRD) study. At room
temperature, the sample was found to have an L21 structure.
The actual composition of the sample was determined to
be Ni49.2Mn34.7In16.1 by energy-dispersive x-ray analysis
(EDX). Portions of this sample were used for other works
reported recently [14, 15, 18, 19]. The magnetization (M)
measurements as a function of temperature (T ) and magnetic
field (H ) were performed using a commercial superconducting
quantum interface device (SQUID) magnetometer (MPMS-
5; Quantum Design) and a vibrating sample magnetometer
(VSM, Quantum Design).

3. Results and discussion

3.1. Temperature dependence of magnetization

Figure 1 presents the M(T ) curves of Ni50Mn34In16 alloy
measured in a field of 10 kOe in the field-cooled cooling
(FCC) and field-cooled warming (FCW) protocols. These
results have been reported earlier [15] but are included here for
completeness. The paramagnetic to ferromagnetic transition
around 305 K and the hysteretic martensitic transition below
250 K are clearly observed in figure 1. The nature of
variation of M(T ) in the temperature regime away from
the austenite–martensite phase transition indicates that both
austenite and martensite phases are ferromagnetic in nature.
The insets to figure 1 show the variation of the saturation
magnetization (in 50 kOe magnetic field) as a function of T in
the martensite (inset (a)) and austenite (inset (b)) phases. The
fitted lines in insets (a) and (b) represent equation (1) which
is the characteristic function of a ferromagnet as proposed by
Kuz’min et al [20, 21]

M(T ) = M(0)

[
1 − s

(
T

TC

)3/2

− (1 − s)

(
T

TC

)5/2
]1/3

.

(1)
In equation (1) M(T ) is the spontaneous magnetization

at temperature T , M(0) is the spontaneous magnetization at
T = 0 K and TC is the Curie temperature. Also, s is
the shape parameter that depends on the shape of the M(T )

curve and is related to the spin wave stiffness coefficient [20].
Equation (1) reduces to Bloch’s law in the limit T/TC → 0
and gives the critical behaviour of the Heisenberg model in
the limit T/TC → 1 [20]. However, in figure 1, we have
fitted the experimentally measured saturation magnetization
with equation (1). This does not lead to any qualitative error in
understanding, as the fitted temperature regimes (insets (a) and
(b) of figure 1) are well below the TCs of the respective phases
(the TCs determined from the curve fitting is 237.36 K in the
martensite phase and 311.06 K in the austenite phase).

The sharp change in M across the martensitic transition
and the associated thermal hysteresis indicate that the transition
is of first order in nature [22, 23]. Figure 1, along with
the insets, also indicate that the saturation magnetization
in the high T austenite phase is much higher than that in
the low T martensite phase. The probable reason for the

Figure 1. Temperature (T ) dependence of magnetization (M) for
Ni50Mn34In16 alloy in 10 kOe magnetic field. The inset shows the
fitting of the temperature dependence of saturation magnetization, in
50 kOe magnetic field, in the martensite (a) and austenite (b) phases
with the characteristic function of a ferromagnet [20, 21].

sharp change in M across this transition is the change in
exchange interaction because of the lattice change involved
in the martensitic transition [24]. It is worth noting here that
there is an excess of Mn in the off-stoichiometric composition
Ni50Mn34In16 as compared to the stoichiometric Ni2MnIn.
This leads to the occupation of a number of 4(b) sites in the L21

structure by Mn atoms [16, 25]. An incipient antiferromagnetic
coupling exists between the magnetic moments of these extra
Mn atoms [16, 25]. This antiferromagnetic coupling probably
becomes stronger in the martensite phase [16, 25], though
both the martensite and austenite phases retain their overall
ferromagnetic character. This provides a probable explanation
for the lower magnetization in the martensite phase. We
shall now concentrate only on the field-induced first-order
martensite to austenite phase transition.

3.2. Field dependence of magnetization

Figure 2 presents selected isothermal M versus H curves for
the present Ni50Mn34In16 alloy. For each isothermal M(H )

measurement, the sample was first warmed up to 300 K and
then cooled down to the temperature of interest in zero applied
magnetic field. This was followed by the measurement of
magnetization with field increasing up to 80 kOe and then
decreasing down to zero. Away from the temperature regime
of the martensitic transition, the isothermal M(H ) curves
are that of a soft ferromagnet (see the M–H curves at 5
and 260 K in figure 2) and show no hysteresis. But the
isothermal M(H ) curves in the temperature regime of the
martensitic transition show an additional rise in M above a
critical H . This second rise in M is also associated with a
field hysteresis. This hysteresis is quite different from that
observed in a hard ferromagnet. In a ferromagnetic material the
hysteresis arises due to domain wall pinning and/or anisotropy
and has maximum width at H = 0. In such a case the
width of the hysteretic region increases with the lowering of
temperature. But in the present case the hysteresis is almost
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Figure 2. Isothermal magnetization (M) versus field (H ) curves of
Ni50Mn34In16 alloy at representative temperatures.

zero at H = 0. Further the hysteresis vanishes both on the
lower and higher temperature sides of the martensitic transition
regime. The distinct rise in M with increasing H and the
associated hysteresis mentioned above are typical signatures
of a field-induced first-order magnetic transition and have been
observed in various magnetic systems including MnAs [26],
HoNi2B2C [27], Gd5Ge4 [28], doped Mn2Sb [29] and doped
CeFe2 alloys [30–32]. In the present Ni50Mn34In16 alloy
these features signify a field-induced first-order transition from
the martensite to the austenite phase. Figure 2 shows that
at 200 K the field-induced transition is not complete up to
80 kOe magnetic field. In the same field value the field-induced
transition is near to completion at 216 K. At 244 K the change
in M across the field-induced martensite to austenite transition
is very small, and so is the associated field hysteresis. The
typical signatures of the field-induced martensite to austenite
phase transition mentioned above are observed more clearly in
the M(H ) curves in the T regime 200–242 K (see figure 2).

3.3. H/M versus M2 plots

Figure 3 shows representative H/M versus M2 curves of the
Ni50Mn34In16 alloy across the austenite to martensite transition
(200–244 K). The H/M versus M2 curves were drawn using
the increasing field portions of the isothermal M(H ) curves.
The negative slope region in the H/M versus M2 curves in
the temperature range 200–238 K corresponds to the portion
of the M(H ) curves that represent a field-induced first-order
martensite to austenite phase transition. But in the temperature
range 240–244 K, though the isothermal M(H ) curves depict
the signatures (explained in section 3.2) of a field-induced first-
order martensite to austenite phase transition (figure 2), the
H/M versus M2 isotherms do not exhibit any negative slope.
In this temperature regime, a decrease of slope of the H/M
versus M2 curves is found to correspond to the field-induced
first-order martensite to austenite phase transition.

It has been shown theoretically that in systems undergoing
a field-induced first-order paramagnetic to ferromagnetic
transition, the slope of the H/M versus M2 curves should

Figure 3. Isothermal H/M versus M2 plots at representative
temperatures across the martensitic transition in Ni50Mn34In16 alloy.

be negative [2]. The negative slope of H/M versus M2

isotherms in such systems is found to decrease gradually
as T approaches the zero-field transition temperature [3–7].
Such a decrease in the magnitude of the negative slope of
H/M versus M2 isotherms is also observed across the field-
induced first-order antiferromagnetic to ferromagnetic phase
transition [8]. On the other hand, the absence of negative slope
of H/M versus M2 isotherms across a field-induced first-order
magnetic transition, as observed here, is also visible in certain
compositions of ferromagnetic shape memory alloy Ni–Mn–
Ga [9], and in another member of the Ni–Mn–In alloy system,
namely Ni50Mn35In15 [33]. In Ni–Mn–Ga, as the temperature
approaches a characteristic temperature, the negative slope
of the H/M versus M2 curves changes to a decrease of
slope with an overall positive value across a paramagnetic to
ferromagnetic phase transition (see [9] and figure 5(a) therein)
as well as a ferromagnetic to ferromagnetic phase transition
(see [9] and figure 3(a) therein).

3.4. Characteristic fields and temperatures of the
field-induced martensite to austenite phase transition

Instead of using the H/M versus M2 plots, the first-
order austenite–martensite phase transition in the present
Ni50Mn34In16 alloy may be investigated in another way: we
examine the temperature and field dependence of various
characteristic parameters related to the first-order austenite–
martensite phase transition in Ni50Mn34In16 alloy. The width
of the transition (see figure 1) suggests that the transition is
broadened by quenched disorder, probably created during alloy
formation. The disorder-influenced broadening of a first-order
transition leads to a distribution of transition temperatures over
the sample volume [34]. As a result, the phase transition
line then broadens into a band [35–37]. The understanding
of this phenomenon is especially important in the case of a
martensitic transition because of the strong dependence of the
martensitic transition temperature on composition [38]. The
austenite to martensite transition region in Ni50Mn34In16 alloy
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Figure 4. Isothermal magnetization (M) versus field (H ) plot at
224 K for Ni50Mn34In16 alloy (a) and the corresponding dM/dH
versus H plot (b). The dotted lines denote the value of the
characteristic field values on the field axis. (c) Temperature
dependence of various characteristic fields across the martensitic
transition in the Ni50Mn34In16 alloy. See the text for details.

with the lowering of temperature (see figure 1) extends from
the temperature of martensite start (TMS) to the temperature
of martensite finish (TMF). As T decreases from TMS to TMF,
the martensite phase fraction increases from 0 to 1 and the
austenite phase fraction decreases from 1 to 0 [39]. Similarly
the martensite to austenite phase transition with increasing
temperature extends from the temperature of austenite start
(TAS) to the temperature of austenite finish (TAF). Coexistence
of martensite and austenite phases is observed in the T ranges
TMS–TMF and TAS–TAF. The temperatures TMF and TAF are,
respectively, the limits of supercooling (of the austenite phase)
and superheating (of the martensite phase) [22]. Note that in
the Ni50Mn34In16 alloy TMS, TMF, TAS and TAF decrease with
increasing field [14–19].

Similar to the case of a temperature-driven transition,
the field-driven transition will also have a band of transition
fields in the presence of disorder leading to a region of
phase coexistence [37]. This is visible in figure 2 where
the martensite to austenite as well as austenite to martensite
transition occurs isothermally over a width of applied field.
We therefore characterize the field-induced disorder broadened
first-order magnetic transition in Ni50Mn34In16 alloy by
defining the characteristic fields of the transition. Figures 4(a)
and (b) present the M versus H curve and the corresponding
dM/dH versus H curve at a representative temperature 224 K.
When 224 K is approached from 300 K in zero field, both the
martensite and austenite phases are present in the sample as this

temperature is lower than the TMS but higher than TMF in zero
field [14, 18]. Now, as the field increases M increases towards
saturation due to domain alignment (martensite and austenite
phases are ferromagnetic in nature) and dM/dH decreases.
Further increase in field leads to the transformation of the
initial martensite phase to the austenite and as a result M as
well as dM/dH increases (it has been discussed earlier that
the austenite phase has a higher M value than the martensite
phase). At a certain field, the rate of the martensite to
austenite phase transformation is maximum. This gives rise
to a peak in dM/dH , and this field value is marked as HPI.
At sufficiently high field, the martensite to austenite phase
transition is complete and M(H ) reaches saturation. Above
this field value, M(H ) and dM/dH for the increasing field
cycle are indistinguishable from those for the decreasing field
cycle. This field value is marked as H ∗∗ and is the limit of
metastability (superheating [22]) of the martensite phase at this
temperature. As the field is now decreased, the austenite phase
is stable up to a field marked as HM where the start of the
austenite to martensite phase transition is accompanied by a
decrease in M and a corresponding increase in dM/dH . At
certain lower field values, the rate of transformation from the
austenite to martensite phase is maximum. This produces a
peak in dM/dH and this field value is marked as HPD. As the
field decreases to zero, we are back in the phase coexistence
regime because the austenite to martensite phase transition is
not completed in zero field at T > 170 K (this temperature
has been estimated from low field M–T results [18]). It may
be observed that figure 4(a) or 4(b) cannot give the estimate
of the field HA corresponding to the start of the martensite to
austenite transition with increasing field because in zero field,
at the beginning of the field-increasing experiment, we are
already in the phase coexistence region. Similarly at the end
of the field-decreasing experiment, in zero field, the sample is
again in the phase coexistence region and we cannot reach the
field H ∗, the limit of metastability (supercooling [22]) of the
austenite phase. HA and H ∗ can be estimated from the M(H )

curves for temperatures below 170 K where only the martensite
phase exists in zero field. However, the characteristic fields
HM, H ∗, HA and H ∗∗ can also be estimated from the M(T )

results obtained in various constant applied magnetic fields
as the curves HM(T ), H ∗(T ), HA(T ) and H ∗∗(T ) should be
identical to the curves TMS(H ), TMF(H ), TAS(H ) and TAF(H ),
respectively. The temperature dependence of the characteristic
fields HM, H ∗, HA and H ∗∗, or the field dependence of the
characteristic temperatures TMS, TMF, TAS and TAF, constitute
the H –T phase diagram of the alloy. In figure 4(c) we present
the temperature dependence of the characteristic field values
of the first-order transition in Ni50Mn34In16 alloy, determined
from the isothermal M(H ) curves and the constant field M(T )

results. This H –T phase diagram differs somewhat from
that determined from the temperature dependence of resistivity
in different applied fields [14] and this might be because
of the different dynamical response of the two observables
(magnetization and resistivity) near the start and finish of the
transition. It is observed in figure 4(c) that, while the HPI

curve is closer to H ∗∗ as compared to the HA curve, the HPD

curve lies closer to HM as compared to H ∗. This is related to
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the shape of the M(H ) curves with increasing and decreasing
fields across the transition (figure 2).

We note in figure 4(c) that HPI and HPD have
approximately linear T dependence. Earlier, while analysing
the field-induced first-order magnetic transitions with the
help of the negative slope of the H/M versus M2

curves [2], the characteristic field HPI was predicted
to increase with temperature [7]. Such temperature
dependence of the characteristic fields was observed in
the first-order paramagnetic–ferromagnetic phase transitions
in various systems like manganites [7], NiMnGa [9],
MnAs [26], Gd5Si1.7Ge2.3 [40] and also in the ferromagnetic–
ferromagnetic phase transition in NiMnGa [9]. But HPI as
well as all the other characteristic fields of Ni50Mn34In16 alloy
exhibit a totally different T dependence, e.g. they have a
negative slope. The negative slope of the characteristic field
in Ni50Mn34In16 alloy is related to the fact that transition
temperature in Ni50Mn34In16 alloy shifts towards lower T with
increasing field. Similar T dependence of the characteristic
fields has been observed across the antiferromagnetic–
ferromagnetic transition in Ru-doped CeFe2 alloys [41].

3.5. Analysis of the slope of the H/M versus M2 plots and the
temperature dependence of the characteristic fields

Here we offer a possible explanation for the above observations
in the Ni50Mn34In16 alloy. It is worthwhile noting that the
criterion of negative slope in the H/M versus M2 isotherms
was inferred from the theory of first-order magnetic transitions,
where spontaneous magnetization is the appropriate order
parameter. In the case of NiMnGa [9], spontaneous
magnetization is the relevant order parameter for the first-
order paramagnetic–ferromagnetic transition. But spontaneous
magnetization is not the suitable order parameter for the
first-order transition from one ferromagnetic to another
ferromagnetic phase in Ni50Mn34In16 alloy. However,
irrespective of this difference, an ideal first-order magnetic
transition should exhibit a discontinuity in magnetization [23].
If M increases discontinuously (or very sharply) across the
transition with increasing H , the slope of H/M versus M2

curves would become negative. In the case of a disorder-
broadened first-order transition this discontinuity smears
out [34]. The present experimental data and similar results
on NiMnGa [9] suggest even in the case of broadened first-
order transition the increase of M with increasing H becomes
comparatively faster in the transition region. This results in
a decrease in the slope of the H/M versus M2 curves, and
the decrease may or may not lead to a negative slope in the
H/M versus M2 isotherm. In Ni50Mn34In16, starting from a
temperature (300 K in the protocol adopted for measurement of
isothermal M–H curves) well above the martensitic transition
region, as the temperature is decreased the phase fraction
of martensite (austenite) phase increases (decreases) from 0
to 1 (1 to 0) as the temperature decreases from TMS to
TMF [39]. This martensite phase transforms back to the
austenite phase under the application of field. The increase in
M with increasing H because of this field-induced transition
would depend upon the amount of initial martensite phase

(at H = 0) as well as the difference in M between the
martensite and austenite phases. The martensite and austenite
phases in the Ni50Mn34In16 alloy have a large difference in M
(because of reasons discussed earlier). Also the amount of
martensite phase formed, in the temperature region TMF–TMS,
decreases with increasing temperature (see figure 4(c)). At
lower temperatures (within the T range TMF–TMS), the initial
amount of martensite phase formed is larger and the field-
induced martensite to austenite transition gives larger change in
M with increasing H and this effectively makes the slope of the
H/M versus M2 isotherm negative. The closer the temperature
is to TMS, the relatively smaller is the amount of martensite
phase formed initially. With smaller initial martensite phase
fraction, the field-induced transition becomes less effective in
changing the slope of the H/M versus M2 isotherms.

Now we investigate the possible cause of negative slope in
temperature dependence of the characteristic fields HM, HPD,
H ∗, HA, HPI and H ∗∗ in Ni50Mn34In16. In systems where the
characteristic field increases with temperature [7, 9, 26, 40],
the higher temperature phase has lower magnetization value.
On the other hand, in Ni50Mn34In16 the lower temperature
phase (martensite) has lower magnetization. Similarly,
in case of the first-order antiferromagnetic–ferromagnetic
transition in Ru-doped CeFe2 [8, 32, 41] the lower
temperature antiferromagnetic phase has lower magnetization,
and therefore the characteristic fields have a negative slope in
the T dependence. In fact these results are in accord with
the Clausius–Clapeyron equation for a first-order magnetic
transition [26]: (

dT

dH

)
P

= − T�M

L
. (2)

Here L = T�S, �S being the entropy change during the
transition. Applying equation (2) in the case of a field-induced
first-order magnetic transition we find that, if the higher (lower)
temperature phase has a higher (lower) magnetization value,
then the transition temperature will decrease with increasing
field, and as a result the characteristic fields for the isothermal
transition will have negative temperature dependence.

To investigate more into the temperature dependence
of the characteristic fields (or the field dependence of the
characteristic temperatures) of Ni50Mn34In16 a quantitative
analysis of equation (2) was performed. It is noted that
equation (2) has been used earlier to investigate the field
dependence of transition temperatures in Ni50Mn34In16 and
other members of the Ni–Mn–In alloy family [11, 13]. For
the present Ni50Mn34In16 alloy, �S across the martensite–
austenite transition was estimated earlier from differential
scanning calorimetry (DSC) results [14]. Integrating the DSC
curve between TMS and TMF, it was found that, for this
alloy sample, �S = 2.9 mJ g−1 K−1 across the austenite
to martensite (cooling) transition [14]. Further, �M across
the martensite–austenite transition was estimated from the
difference in saturation magnetization (extrapolated) in the
austenite and martensite phases. The lines fitted to the M
versus T data obtained in the 50 kOe magnetic field (see
insets to figure 1) were used for this purpose. We recall that
equation (2) is defined for an ideal first-order transition with a
unique transition temperature [23]. For a disorder-broadened
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first-order transition there is a landscape of transition
temperatures [34–37], and this makes the straightforward
application of equation (2) difficult. The same landscape
picture [34–37] also leads to uncertainty in the estimation of
�M , because �M determined through extrapolation depends
on the temperature where it is determined. Putting T = TMS

in equation (2), we get dT/dH = 0.52 K kOe−1 while the
dT/dH determined from the slope of the linear portion of the
HM curve (figure 4(c)) comes out to be 0.46 K kOe−1. But if
we take TMF as the T in equation (2) then we get dT/dH =
0.55 K kOe−1, while dT/dH determined from the average
slope of the H ∗ curve is found to be 1.08 K kOe−1. For the
martensite to austenite (heating) transition, dT/dH is found to
be 0.48 and 0.44 K kOe−1, respectively, by taking T = TAS

and TAF in equation (2). But the same slopes corresponding
to the linear portions of the HA and H ∗∗ curves (figure 4(c)),
respectively, are found to be 0.95 and 0.32 K kOe−1. On
the other hand, dT/dH estimated from the slopes of the
HPD and HPI curves, respectively, come out to be 0.57 and
0.54 K kOe−1. Thus it appears that in the case of the disorder-
broadened first-order transitions [34], though the Clausius–
Clapeyron equation predicts the nature of the slope of the phase
transition lines, an exact quantitative result is rather difficult to
obtain.

4. Conclusion

The isothermal M versus H curves of Ni50Mn34In16 show the
signatures of a field-induced first-order martensite to austenite
phase transition in the temperature range 200–250 K. The
isothermal H/M versus M2 curves, however, do not exhibit a
negative slope at certain temperatures within this temperature
range. This suggests that the criterion of relating the negative
slope of the H/M versus M2 isotherms to the first-order
magnetic transitions is not applicable for all the magnetic
transitions. On the other hand, a decrease in slope of the
H/M versus M2 isotherm is found to characterize the first-
order magnetic transition in the present case. Such a decrease
in slope might lead to a negative slope of the H/M versus
M2 isotherms if there is a large change of magnetization
because of the field-induced magnetic phase transition. The
isothermal M(H ) curves and the temperature dependence of
the characteristic fields of the first-order martensite–austenite
transition can be explained within the framework of disorder-
broadened first-order transition. The nature of the temperature
dependence of the characteristic fields is found to follow the
Clausius–Clapeyron relation for a first-order phase transition.
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